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Project topic

Data volume is growing at an exponential rate
o also becomes more diverse and complex

Exploiting all this data requires
o new analysis algorithms/frameworks
o new computing platforms/paradigms

Apache Hadoop is an
o open source platform
o  for distributed storage and processing
o  based on commodity hardware

Hadoop provides three main services/abstractions
o Distributed and scalable storage: HDFS
o  Processing framework: MapReduce
o  Resource scheduling: YARN

Data volume (ZB)
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Global growth trend of data volume, 2006—2020.
Image modified from researchgate


https://www.researchgate.net/figure/Global-growth-trend-of-data-volume-2006-2020-based-on-The-digital-universe-in-2020_fig1_274233315
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Component Description
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Apache Atlas provides metadata management and governance capabilities for
Atlas organizations to build, categorize, and govern their data assets on Hadoop
clusters, by representing metadata as types and entities.

§@ kafka
HBASE
éolr

HBASE Apache HBase is a column-oriented non-relational database

iﬁ Apache ZooKeeper™
4

®

HIVE is a data warehousing component which performs reading, writing and

@ Apache Ranger

Hive managing large data sets in a distributed environment using SQL-like interface. 1
Kafka Apache Kafka is a message brokering system based on the publisher/subscriber
model
Oozie Oozie is a workFflow scheduler system to manage Apache Hadoop jobs.
Apache Ranger is a framework to enable, monitor and manage comprehensive
Ranger .
data security across the Hadoop platform.
Apache Solr (stands for Searching On Lucene w/ Replication) is a free, open-source
Solr . .
search engine based on the Apache Lucene library.
spark Spark is a framework for real time data analytics in a distributed computing KERBEROS

environment.
Tez Tez is usually running under MaprReduce, so it's just a MapReduce optimized with

less and compacted steps. “-
Zookeeper  Zookeeper coordinates with various services in a distributed environment. mm' » K¢
HORTONWORKS'

Kerberos is a computer network authentication protocol, which provides a secure

Kerberos Single Sign On(SSO) based on a trusted third-party mutual authentication service.
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Component Description Cloudera Vendor Lock-in.

Apache Atlas provides metadata management and governance capabilities for
Atlas organizations to build, categorize, and govern their data assets on Hadoop

clusters, by representing metadata as types and entities. We need tO EXp lO re the pOSS| b | li ty tO

HBASE Apache HBase is a column-oriented non-relational database

develop our own distribution

HIVE is a data warehousing component which performs reading, writing and

Hive managing large data sets in a distributed environment using SQL-like interface.
Kafka Apache Kafka is a message brokering system based on the publisher/subscriber
model
Oozie Oozie is a workFflow scheduler system to manage Apache Hadoop jobs.
/Apache Ranger is a framework to enable, monitor and manage comprehensive
Ranger .
data security across the Hadoop platform.
Apache Solr (stands for Searching On Lucene w/ Replication) is a free, open-source
Solr . .
search engine based on the Apache Lucene library.
Spark Spark is a framework for real time data analytics in a distributed computing
P environment.
Tez Tez is usually running under MaprReduce, so it's just a MapReduce optimized with
less and compacted steps.
Zookeeper  Zookeeper coordinates with various services in a distributed environment. ﬁ ' l L' »
Kerberos is a computer network authentication protocol, which provides a secure
Kerberos

Single Sign On(SSO) based on a trusted third-party mutual authentication service.
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1. Introduction

Challenges and Pro

blems

| 3 sequenceiq/ hadoop-docker (fuwica

<> Code (O lIssues 32 11 Pullrequests 5 ® Actions [J Projects [

Wiki @ Security |~ Insights

° Following the state of the art of hadoop
distributions, our distribution has been @N CRISIE =St "R e
. mhmxs Mark project as obsoleted - 37b97d1 on Jun 25,2020 ©) 115 commits
based on docker. @
. . . [ .gitignore Bind fs.defaultFS to host in order to enable access to hdfs from outside 8 years ago
i We also have some generlc conflguratlon [ Dockerfile Ixpose MapReduce JobHistory Server IPC host:port 6 years ago
template Files per component that are part of —rEsE Lreate LICENSE P—
the hadoop distribution ecosystem. O READMEmd Merk project as obsoleted 2 years ago
\ [ Dbootstrap.sh start MapReduce JobHistory daemon 6 years ago
[ ] In addit'on tO d file Of Configuration Variables [ core-site.xml.template Tep\ace core-site.xml with a template 8 years ago
that just configured the generic configuration
templates of the hadoop components | =] blg—datafeurope/docker—hadoop| Public
<> Code (O lIssues 59 19 Pullrequests 13 ® Actions [ Projects @ Security |~ Insights
Downside:
¥ master ~ ¥ 15branches © 7tags Go to file
° Use outdated versions of the required
. [ docker-compose-v3.yml moved to 3.2.1/stable hadoop version 3 years ago
components. Link
[ docker-compose.yml ix 3 years ago
[Y__hadoop.env ix 3 years ago
e  Allof them do not use half as many

components as we need to meet the

requirements of a cluster on the PIC

# download native support
RUN mkdir -p /tmp/native
RUN curl -L https://github.com/sequenceiq/docker-hadoop-build/releast {v2.7.1/hadoop-native-64-2.7.1.tgz|| tar -xz -C /tmp/native



https://github.com/sequenceiq/hadoop-docker/blob/master/Dockerfile
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Motivations: Given the above problems, develop a big data analytics platform based on Hadoop on distributed scale-out
storage system to achieve massive performance, scalability and fault tolerance.
o gain knowledge

o

to be able to do upgrades at our own will

o

fixed patches/modifications/bug fixes

o

flexibility in the combination of components

Objectives:
1.  Develop a Hadoop distribution with all necessary components for big data processing
2. Different environments to ensure proper testing
3. A workflow to deploy PIC's hadoop distribution
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Component Versions Versions
1.  Architecture and Features: . (HDP 3.1.4) (P1C 1.0.0)
& ] %
o We develop a ful hadoop distribution | g g || g. g
L. 2 AR i« g
that mimics the Cloudera ecosystem | ¥ | | g, | | :0 % 2 Atlas 11.0 220
= L E
at the production cluster at PICin a e o= Hadoop 3.1.1 3.2.3
single docker image. ’ ‘ HBASE 2.02 226
Hive 3.1.0 3.1.2
2 Management: Kafka 2.0.0 2.5.0
KERBEROS Oozie 431 5.2.1
o Cluster managing bins offers an even Ranger 120 210
more abstract way for the
Solr 7.7.0 6.5.1
administrator to set up, start, stop
Spark 2.3.2 3.1.2
and status to get details of each
v Tez 0.9.1 0.10.0
component of the hadoop ecosystem S
Zookeeper 3.4.6 3.71
o It can be run with Systemctl Elc?rfﬂmformcxcwo
clientifica
3ihdts. datanoce X Kerberos MIT KDC FreelPA

/home/agus/hadoop conf-files/hdp/data' found and now copying files, please wait ... 1@,
no options provided..

Hadoop 1.0

Usage: hdp [Options]



11

PIC 2. Contributions and results:

port d'informacié

cientiiica PIC’s Hadoop distribution

HBase- HBase- HBase-1.0.x HBase-1.1.x HBase-1.2.x HBase-1.3.x
1 . Considera tions 0.94.x 0.98.x (Hadoop 1.x

(Support for is NOT

Hadoop 1.1+ supported)

o Incompatibilities between version 5

deprecated.)

o  Lack of documentation. Link \ s : : : : :
Hadoop-1.1.x S NT X X X X

Hadoop-0.23.x S X X X X X
Hadoop-2.0.x- NT X X X X X
alpha
Hadoop-2.1.0- NT X X X X X
bet
2. Testing: -
Hadoop-2.2.0 NT S NT NT X X
o  Test the Functionality/changes of Hadoop23x  NT s NT NT x x

Compatible version of hadoop and hbase. Image taken from

configurations. researchgate

o  Testthe versions upgrade.
/opt/tools/tests/hdfs.bats

Pseudodistributed:test

o  Test configuration, functionality and

(©) test user cosmohub :
HDFS ©01: non admin create folder

compatibility between ecosystem components | © s uer s \ Es 05 oo s iy TG T hetrs
o Tests can be extended at any pOint Otestusattive HDFS ©3: hdfs admin user initialization
@ test user karka HDFS 04: Check hdfs web services
] Bats Documentation:Lnk (@ test user mapred HDFS 05: Check YARN web services
(@) test user oozie 1 I ect
(@ test user solr

@ test user spark

Bats for testing configurations and versions compatibilities in Hadoop ecosystem. Link


https://link.springer.com/chapter/10.1007/978-3-642-24418-6_4
https://bats-core.readthedocs.io/en/stable/writing-tests.html
https://bats-core.readthedocs.io/en/stable/writing-tests.html
https://www.google.com/url?sa=i&url=https%3A%2F%2Fstackoverflow.com%2Fquestions%2F27798014%2Flatest-compatible-version-of-hadoop-and-hbase&psig=AOvVaw230hISwvPlM_U8w-B8fz0i&ust=1673520847851000&source=images&cd=vfe&ved=0CBAQjRxqGAoTCNCewI-tv_wCFQAAAAAdAAAAABDcAQ
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2. Contributions and results:
PIC’s Hadoop distribution

CI/CD Pipeline:

o

Automated processing of building,
and pushing image.

Check changes at the templates
configuration files (*.xml)
Performs components tests on
builded image

Deploy at test environment (pseudo

& katka

iﬁ%r

docker

9 Apache Ranger

’ & cdeon)

KERBERQS

Single node deployment of Hadoop ecosystem for testing

12

distributed deploy).

Pipeline Needs Jobs 17

Group jobs by | Stage | Job dependencies

Tests 0

Performance insights

Docker:hadoop

@ hadoop 9]

Test:hadoop_cluster

@ hadoop cluster

~
(%

Final:artifact

@ build co

nfiguration paths 5] @ datasource ) @ test user cosmohub

@ deploy 4 @ test user hdfs

@ metrics (s} @ test user hive

@ test user kafka

Pipeline schema with each step involved in the hadoop distribution project
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PIC’s Hadoop distribution

Hadoop Distribution pipeline Summary:

o Hadoop Distribution: Link

Use case 1: i.e.: Upgrade in hive

version

Validates: Dockerfile building

L=

!

Repo : Hadoop

Distro

If there are changes at the
Dockerfile

Builds

Dockerfile

Pipeline run

Use case 2: changes at
xml configuration file
Validates: components
compatibilities and new
configuration at xml

xXm

Pull and runs
Hadoop image at
k8s pod

Use case 3: once the

| configuration has

been validated you can
retrieve it from gitlab

Create Packages
(tar.gz)

Use case 4: Have a
stable test environment
allows to perform further
specific operations

Connects to test
Runs tests

machine and
deploys cluster

Pipeline Ne¢ds Jobs 17

Group jobs by Job dependencies

Tests 0

Pqrformance insights

Docker:hadoop

@ hadoop =

Test:hadoop_cluster

@ hadoop cluster =

Final:artifact

@ build configuration paths

) @ datasource

@ deploy
@ metrics

Pseudodistributed:...

Q

Q

Pseudodistributed:test

@ test user cosmohub =
@ test user hdfs (5]
@ test user hive {5
@ test user kafka &



https://gitlab.pic.es/hadoop/hadoop-distro
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2. Contributions and results:
Distributed deployment

Hadoop Distributed Deployment repository:
Our hadoop distribution supports distributed
deployment mode.

o In this mode, each component of the
ecosystem will be started on a arbitrary
machine and communicate with each
other to distribute the data across

Pulls Hadoop image(generated upon hadoop
distro CI/CD)

It uses a conFiguration file (hadoop.env) in order
to deploy a service to host, and load the
specific configurations.

Hadoop Distributed: Link

4

'

Repo : Hadoop
Distributed

Connects to dev

(EIES

14

Y

Performs distributed
deploy and runs tests.

Docker Pull, Download
templates, setup and start
of hadoop components on
each node

Pull image to Docker

A 4

(hdfs-site.xml,
hive-site.xml, etc.)

Repository

v
Download minimal Repo : Hadoop
Packages (tag.gz) for Distro
the configuration
templates

External Dependencies

!

!

}

hnode01-test.pic.es

il

1 7

® APACHE K¢

l ZooKeeper® QA
ia

Q@

Apache Ranger

Na

Sol

hnode02-test.pic.es

HEASE
SHIVE

i

@

o

hnode03-test.pic.es

ACHE



https://gitlab.pic.es/hadoop/hadoop-distributed
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2. Contributions and results:
PIC’s Hadoop distribution

Hadoop Monitoring:

° Even so, there is no agreed-upon or
standardized way to monitor a Hadoop
cluster.

e  The monitoring of the different
environments (test, and dev) of the
hadoop clusters is achieved by
exposing a specific JMX port. JMX is a
particular Java protocol.

e  Hence theinitials Java Management
Extensions (JMX).

e  The port exposes all the metrics for
each hadoop service, then a collectd
process is in charge of collecting them,
exporting them to graphite and
painting them in graph.

88 Rucio /Hadoop-Test ¥ <«

hnodes Ente
> HDFS | | Selected (1)
> YARN [0 Al
|_| hnode01-test_pic_es
> HIVE € o

hnode02-test_pic_es
> HIVE N || hnode03-test_pic_es

[T] hnode04-test_pic_es
> HBASI

[&# hsrvO1-test_pic_es

> SOLR (6 panels)

> KAFKA (4 panels)

15

O B = https//grafana.pic.es/d/OnLR_eDAaz/hadoop-testzorgid=1

6 88 Rucio /Hadoop-Test ¥ <3
>

Q hnodes

r > HDFS (3 panels)

hsrv01-test_pic_es v

> YARN (6 panels)
oo
oo
> HIVE Server (s panels)
8 > HIVE Metastore (12 panels)
>HBASE (s panels)
> SOLR (6 panels)

> KAFKA (4 panels)

8 = ic.es/d/OnLR_
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2. Contributions and results:

Hadoop Client

Client repository:

Minimal installation of the hadoop

cluster (hdfs, mapred, yarn, tez, hive,

spark)

It uses the packaged with all the
configuration templates

Easy to activate through submodule
package and facilitate, simplify

access to files from outside

Hadoop Client: Link

External Dependencies

16

e
File Browser

|

Download minimal
> dependencies needed
(Tar.gz) for hadoop client

Download minimal
Packages (tag.gz) for the
configuration templates
(hdfs-site.xml,
hive-site.xml, etc.)

v

AR -

Repo : Hadoop
Distro

Repo : Hadoop
Client

il  Script hadoop client

Client environment

installer

Hadoop Cluster



https://gitlab.pic.es/hadoop/hadoop-client
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2. Contributions and results:

Summary of Main contributions

17

The hadoop distribution project is composed

of the following repositories:

Hadoop distro: main repository. Here are
the configuration files, the dockerfile to
build the image, and makes a
pseudo-distributed deploy in the test
environment.

Hadoop distributed: it is used to make a
distributed deploy from the dev
environment (to be deprecated).

Hadoop client: contains the installer for a
minimal local installation of the hadoop
client.

Hadoop O
Group ID: 1116 [}

Subgroups and projects Shared projects Archived projects

F  Filebox &

a

(@ H Hadoop Client (&
(@ H HadoopDeployment (3
a

H Hadoop Distro )

Q v || Newsubgroup
e ‘ Name v
* 0 2 weeks ago
*0 2 weeks ago
* 0 2 weeks ago
* 0 1 week ago
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PIC

pott dinformacic Gonclusions

The present work has two main contributions:

o

Proposing a complete ecosystem Hadoop distribution on distributed scale-out storage system
to achieve low latency, massive scalability and fault tolerance in a single docker image.
Because of its hard management and version upgrade/downgrade can lead to incompatibilities
between versions:
m Proposing a workflow to enable fast, reproductive and testable suitcase for CI/CD of the
present hadoop distribution:
° Test (pseudo-distributed)

° Dev (distributed upon three machines)
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i amemeco Project Future steps

Future steps:

o

Update versions of hadoop distribution components: Apache Spark version to 3.2.4, and apache Solr

Improve resource utilization: Backfilling of idle resources using opportunistic containers
One of the problems with large Hadoop clusters is that we can hardly get the cluster to reach a relatively high resource
utilization. Opportunistic containers allocate processes depending on the real-time utilization of the cluster and can even
gqueue processes.

Simplify administrator interfaces: Implementation of apache Knox:
this acts as a secure entry point for the Hadoop cluster, providing an additional layer of security. Knox takes care of
authenticating and authorizing user requests before they reach the cluster.

Public repository available:

m  To foster collaboration and accessibility, we have made our Hadoop distribution image and repository publicly available.
This allows interested individuals or organizations to access and utilize our customized distribution for their own
projects and requirements.

° Hadoop distribution image: https://hub.docker.com/r/bruzzese/hadoop-cluster

° Hadoop distribution repository: https://qitlab.pic.es/hadoop/hadoop-distro



https://www.apache.org/dyn/closer.lua/spark/spark-3.3.2/spark-3.3.2-bin-hadoop3.tgz
https://solr.apache.org/downloads.html
https://hadoop.apache.org/docs/current/hadoop-yarn/hadoop-yarn-site/YARN.html
https://knox.apache.org/
https://hub.docker.com/r/bruzzese/hadoop-cluster
https://hub.docker.com/r/bruzzese/hadoop-cluster
https://gitlab.pic.es/hadoop/hadoop-distro
https://gitlab.pic.es/hadoop/hadoop-distro
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PIC staff

e Carles Acosta as technical support for Hadoop configuration

e Dario Graia as technical support for Hadoop in Rocky 8

e Esther Accion as technical support for Freeipa, and Hadoop cluster synchronization

e Jordi Casals as technical support for Hadoop monitoring

e Agustin Bruzzese (Hadoop scripts configuration and development) - bruzzese@pic.es
e Pau Tallada (Hadoop distribution coordinator) - tallada@pic.es

e Jorge Carretero (project owner) - carretero@pic.es
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